Damping of Inter-Area Power Oscillations in Hybrid AC-DC Power Systems based on Supervisory Control Scheme Utilizing FACTS and HVDC
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Abstract—Scope of this paper is to present a design process of a supervisory control scheme that optimally coordinates a parallel operation of FACTS devices and an HVDC link to synchronously counteract inter-area oscillations in a power system. The control system is based on Linear Quadratic Gaussian (LQG) optimal control theory. The scheme provides coordinating control signals to the power electronic devices to coherently damp electromechanical oscillations inherent in the system. The scenarios considered involve transient disturbances, signal time delays and reduced system inertia. The feasibility of the proposed scheme is validated on a two-area network incorporating HVDC link, TCSC and SVC devices. The modelling was performed in MATLAB and DigSILENT simulation environments. Main outcome from this research is the demonstration of improved performance and robustness measures achieved by the novel control scheme, utilizing flexible transmission assets to effectively damp power oscillations in inter-connected power systems.

Index Terms--Coordinated power oscillation damping control, Linear Quadratic Gaussian (LQG) control, Static Var Compensator (SVC), Thyristor Controlled Series Capacitor (TCSC), Voltage Source Converter (VSC)-High Voltage Direct Current (HVDC).

I. INTRODUCTION

The long history of electrical power systems clearly identifies the inadequate damping of electromechanical oscillations as one of the major causes of cascading events and blackouts [1]. A common practice to mitigate this phenomenon is the implementation of local Power System Stabilizers (PSSs) [2]. When it comes to inter-area oscillatory modes, PSS lack to establish sufficient damping as their local input signals have limited observability of the modes. Recent approaches are based on utilization of Wide Area Monitoring Systems (WAMS), Flexible AC Transmission Systems (FACTS) devices (in this paper TCSC and SVC), and High Voltage Direct Current (HVDC) links. Considerable interest has been drawn by the benefits provided by WAMS based FACTS and SVC devices once appropriately reinforced with supplementary Power Oscillation Damping (POD) action [3]. In addition, the potential of HVDC links to serve as power oscillation damping solutions has been extensively explored [4]. These studies, share the common practice of improved stability margins gained through the implementation of a single FACTS device or an HVDC link.

A potential risk arises when multiple FACTS devices and HVDC links are integrated under the same scheme with no supervising/coordinating control actions considered amongst them. In that case, the overall system response might not be optimal. As a result, each power electronic device might attempt to individually damp power oscillations ignoring the control status of the rest. This introduces an increasing chance of ineffective/destabilizing interactions taking place between them. Therefore, a non-optimal (under-utilized) performance of the power electronics equipment is established resulting in increasing costs and system wide-area stability deterioration, leaving open possibilities for catastrophic blackouts.

This paper proposes design of a novel supervisory control scheme coordinating a parallel operation of multiple FACTS devices (TCSC and SVC) and HVDC link, distributed across a power system that exhibits a stochastic behavior. The control system is based on Linear Quadratic Gaussian (LQG) modern optimal control theory. The proposed new control scheme provides coordinating/supervising control signals to WAMS based FACTS devices and HVDC link to synchronously counteract inter-area modes of low frequency power oscillations. The feasibility of the proposed scheme is validated on a four-machine two-area test system incorporating Voltage-Source-Converter (VSC)-HVDC link, Thyristor Controlled Series Capacitor (TCSC) and Static Var Compensator (SVC) devices.

II. POWER SYSTEM DYNAMIC MODELLING

A. TCSC

A TCSC can be continuously controlled to modify a transmission line’s reactance and consequently the power flow across the line. It can be adequately represented by the ideal model shown in Fig. 1 [5].

![Fig. 1. Ideal model of TCSC for system stability studies](http://example.com/fig1.png)
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The model consists of a fixed capacitor $C$ in parallel with a variable reactance $L$ and is used for system stability studies. The small signal dynamics (local control) of TCSC is shown in Fig. 2. The reference reactance $X_{TCSC}$ (35 Ohms) is provided to achieve an expected power flow condition in the line through control of reactance $X_L$, while reactance $X_C$ is kept constant. A supervisory control signal $X_{SUP}$ is included to serve as POD action.

$$X_{TCSC} + X_{SUP}$$

Supervisory signal $(X_{SUP})$ Firing circuit delay

![Fig. 2. Local control of TCSC](image)

**B. SVC**

A SVC can be continuously controlled to modify reactive power injection in order to maintain a bus voltage. The ideal model of SVC is shown in Fig. 3, consisting of a fixed capacitor $C$ connected in parallel with a variable reactor $L$ and is used for stability studies [5].

$$V = \frac{Q}{C}$$

![Fig. 3. Ideal model of SVC for system stability studies](image)

The small signal dynamics (local control) of SVC is shown in Fig. 4. The deviation between reference $V_{ref}$ (230 kV) and measured $V$ voltages is used to determine the necessary adjustments in reactive power output $Q_{SVC}$, through control of variable reactor to preserve bus voltage. Moreover, a supervisory control signal $V_{SUP}$ is added for POD purposes.

$$V_{ref} = V + \frac{Q_{SVC}}{C}$$

Supervisory signal $(V_{SUP})$ Firing circuit delay

![Fig. 4. Local control of SVC](image)

**C. VSC-HVDC**

The VSC-HVDC transmission system model utilized in this study is shown in Fig. 5 [6]. It demonstrates system’s operational mechanism, including internal and external control loops executing pulse width modulation (PWM) actions directly on power converters’ IGBTs gates.

![Fig. 5. VSC-HVDC transmission system model](image)

As Fig. 5 suggests, the rectifier is configured for controlling DC link voltage $V_{dc}$ (400 kV) and reactive power $Q_{rec}$ (0 MVAR) exchanged between converter and adjacent AC 1 grid. The inverter, on the other hand, is configured for controlling DC active power $P$ (100 MW) over the DC link and reactive power $Q_{inv}$ (0 MVAR) exchanged between converter and adjacent AC 2 grid.

The control principle utilized by VSC-HVDC system is based on vector control methodology [6]. This considers a rotating dq reference frame for AC currents and voltages with the rotational speed that matches the angular frequency of current and voltage phasors ($\omega = 2\pi f$). This allows voltages and currents to appear as constant vectors. Application of this technique permits simplified control loops to be used for adjusting dq currents $i_d$ and $i_q$ and therefore, system variables such as $P$, $Q_{rec}$, $Q_{inv}$ and $V_{dc}$. Proportional Integral (PI) controllers are considered suitable for generating dq reference currents $i_{dref}$ and $i_{qref}$. This is illustrated in Fig. 6.

As can be observed, a supervisory control signal $P_{SUP}$ is considered on the active power control loop to dynamically modulate the active power reference for POD actions.

**D. Test Power System**

The test power system utilized in this work is shown in Fig. 7. This is a modified version of the well-studied network initially developed for research on power oscillations [2]. It consists of two similar grids each comprising of two coupled units. The two areas are linked by parallel AC corridors realizing high power transmissions (400 MW), with both areas prone to post-disturbance inter-area oscillations. In addition, the system integrates a VSC-HVDC link, TCSC and SVC devices. The full set of original system parameters and dynamic data can be retrieved in [2].

![Fig. 7. Four-machine two-area test power system incorporating a VSC-HVDC link, TCSC and SVC devices](image)
(WECC) [8] and other systems. The targeted linear model consists of three control inputs corresponding to the supervisory control signals \((X_{SUP}, V_{SUP}, P_{SUP})\) fed to local FACTS and HVDC controllers, as shown in Fig. 2, 4, 6, and four output signals associated with generators’ speed deviation responses available from WAMS.

A. Probing Signal

Selection of an appropriate probing signal has a significant impact in system identification. Different probing signals, such as repeated pulses, band-limited Gaussian white noise, Pseudo Random Binary Sequence (PRBS) and Fourier sequence have been reported in literature [9]. Here, PRBS was chosen as the optimal choice due to its richer spectrum [9]. The signal, on every time step, randomly generates one of the two pre-specified binary values by rounding the magnitudes of a complex combination of transcendental functions. The amplitude of selected PRBS is chosen to be high enough to sufficiently excite the critical modes but not to be too high, to prevent pushing the responses into non-linear zones. In addition, the probing sequence of different input channels was ensured to be uncorrelated [9]. Typical PRBS injection signals used during system identification process are shown in Fig. 8.

B. MIMO Subspace System Identification

The continuous time state space model of the Multiple Input Multiple Output (MIMO) system, with \(m\) inputs and \(p\) outputs, is given in (1):

\[
\begin{align*}
\dot{x} &= Ax + Bu + w \\
y &= Cx + Du + v
\end{align*}
\]

where \(A \in \mathbb{R}^{nxn}\), \(B \in \mathbb{R}^{nxm}\), \(C \in \mathbb{R}^{pxn}\) and \(D \in \mathbb{R}^{pxm}\) are the system matrices to be estimated, and \(w \in \mathbb{R}^{nx1}\), \(v \in \mathbb{R}^{px1}\) are non-measurable process and observation noise vectors.

To validate the obtained linear model, modal analysis is performed on the non-linear system and identified linear model. The results, depicted in Fig. 9, show and compare the dominant electromechanical modes as observed by the non-linear system and linear model. These modes consist of two well-damped (\(\zeta > 5\%\)) local modes and one poorly damped (\(\zeta < 5\%\)) inter-area mode. As can be seen, a close correlation between actual and estimated system modes confirms reliability and validity of the identified linear model.

In addition, time domain simulations were also performed. In this case, pulses of 1 s duration (starting at 30 s) were applied at the three control inputs \((X_{SUP}, V_{SUP}, P_{SUP})\) individually and in a mixed combination. Fig. 10, presents the simulation results illustrating generator’s 1 speed deviation responses. Once again, a close match between responses from the non-linear system (DiGSIILENT) and responses from the linear model (MATLAB) is evident under all scenarios, confirming precision of the estimated linear model.

IV. LQG CONTROLLER DESIGN

The LQG control methodology is a cornerstone of modern optimal control theory and its advantages led to widespread
research in its use in power oscillation damping control [3], [4]. Sometimes, the design approach might not be straightforward when large power systems are considered, with many generators participating in the critical modes. Specifically, challenges arise surrounding the optimal selection of system states upon which to apply controller action. Participation factor analysis is required to determine the dynamic states involved in targeted system modes and then, appropriate weightings can be assigned to these states. If the states are involved in other targeted modes (or modes that do not require altering) the damping of these modes will also be affected, sometimes negatively. This results in a complex and time consuming controller tuning process in which it is often not possible to achieve desired damping ratios. These challenges can be overcome through modal representation of the controller design process. Consider the following state-space power system model [7] described by (2):

$$
\begin{align*}
\dot{x} &= Ax + Bu + Tw \\
y &= Cx + Du + v
\end{align*}
$$

(2)

where $w$ is process noise and $v$ measurement (sensor) noise. They are usually assumed to be uncorrelated zero-mean Gaussian stochastic processes with constant power spectral density matrices $W$ and $V$ respectively. The Linear Quadratic Regulator (LQR) controller, in the modal formulation concerns devising a feedback control law that minimizes the following cost function (3):

$$
J_K = E\left\{ \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} (x^T Q_m x + u^T R u) \, dt \right\}
$$

(3)

where $Q_m$ and $R$ are appropriately chosen weighting matrices such that $Q_m = Q_m^T \geq 0$ and $R = R^T > 0$, and $M$ is a real transformation matrix which provides mapping between system modal variables $z$ and state variables $x$ as in (4):

$$
z = M x
$$

(4)

where modal variables $z$ are directly associated with system modes ($e^{j\omega_i t}$ where $i = 1 \ldots n$). The real transformation matrix $M$ is obtained using Real Schur Decomposition [10] and relates to the matrix of right eigenvectors $\Phi$ as $M = \Phi^{-1}$.

The weighting matrices $Q_m$ and $R$ are commonly constructed as diagonal. Values of the diagonal elements of $R$ are set in order to penalize the corresponding controller’s outputs from high actions. Values of the diagonal elements of $Q_m$ are set in order to penalize the corresponding modal variables when deviating from their steady-state values. Each diagonal element in $Q_m$ is directly associated with a modal variable $z_i$, and hence with the corresponding mode $e^{j\omega_i t}$. A higher value of modal weight corresponds to a higher effort by the controller to stabilize the corresponding mode. In order to focus on adding damping to the modes of interest only, these modes will be given some weights in $Q_m$, while the other modes’ weights are set to zero. In this way, control effort of the designed LQR is directed towards the modes of interest only by shifting them to the left in the complex plane, while keeping locations of the other modes unaltered.

The structure of a standard LQG controller is shown in Fig. 11. The LQG control methodology assumes that the power system is subjected to Gaussian white noise disturbances ($w$). Therefore, it considers a stochastic (i.e. realistic) rather than a deterministic system model. The system outputs are assumed to be contaminated by measurement noise ($v$) and are, therefore, fed into the observer (Kalman filter) in order to optimally estimate system states, which are then utilized by the optimal state feedback control law (LQR). The control action for damping of power oscillations is then implemented using FACTS devices and HVDC system. The LQR controller gain $K$ is obtained by solving the associated algebraic Riccati equation (ARE), based on cost function (3), and the final LQG feedback control law is given as (5):

$$
u = -K\hat{x}
$$

(5)

where $\hat{x}$ is an estimate of the state $x$ obtained using Kalman filter, shown in Fig. 11, and described by (6):

$$
\dot{\hat{x}} = A\hat{x} + Bu + L(y - C\hat{x})
$$

(6)

where $L$ is the Kalman filter gain. The optimal choice of $L$ is that which minimizes $E[(x - \hat{x})^T (x - \hat{x})]$. It is calculated by solving the ARE associated with the cost function (7):

$$
J_L = E\left\{ \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} (x^T W x + u^T V u) \, dt \right\}
$$

(7)

In this paper, the weighting matrices $W$ and $V$ are tuned using the loop transfer recovery (LTR) procedure applied at the plant input [7]. The Kalman filter is synthesized such that the loop transfer function $K_{LQG}(s)G(s)$, where $G(s)$ is the plant open-loop transfer function, approaches the LQR loop transfer function $K_{LQR}(s) = K(sI - A)^{-1}B$. The tuning parameters of the Kalman filter are defined as (8):

$$
W = \Gamma W_0 \Gamma^T + qB\Theta B^T
$$

$$
V = V_0
$$

(8)

where $W_0$ and $V_0$ refer to the nominal model, $\Theta$ is any positive definite matrix and $q$ is a constant. Full recovery of robustness is achieved as $q \to \infty$. Care is required as full recovery would lead to excessively high gains, which eventually, deteriorate the nominal performance.

Selection of controller input signals is determined through full modal observability assessment of the power system [2]. In this study, generators’ rotor speed deviations ($\Delta\omega$) were proved to demonstrate the greatest observability of the critical inter-area mode. The number of required input signals depends on the number of critical inter-area modes requiring
additional damping. However, a choice of all four signals \((\Delta \omega_1 \ldots \Delta \omega_4)\) as inputs to LQG controller is decided, to establish a degree of redundancy for the controller that will build on its robustness against disturbances. The controller’s output signals selection is obtained through full modal controllability assessment of the system [2]. Here, FACTS devices and HVDC link outputs \((X_{TCSC}, Q_{SVC}, P_{HVDC})\) showed the highest controllability on the inter-area mode.

Fig. 12 shows the power system wide-area control configuration is represented in Fig. 12. A set of selected wide-area signals \((\Delta \omega_1 \ldots \Delta \omega_4)\) is collected and fed into supervisory controller which generates outputs \((P_{SUP}, X_{SUP}, V_{SUP})\) for optimal control of HVDC link and FACTS devices, thereby assisting preservation of the overall power system stability margins and ensuring optimal damping of the power oscillations. Time lattices are considered at the reception of the WAMS based input signals, as the LQG controller is assumed to be centrally located in a control center near bus 8 (see Fig. 7), far from generating units. As a result, time delay is also considered for the transmission of the control signal to HVDC inverter (bus 9), whereas no delays are involved for FACTS devices control as they are (centrally) installed in a close range from supervisory controller.

The LTR process for recovering closed-loop system robustness at the plant input is demonstrated in Fig. 13. In this case, the degree of recovery achieved is assessed through comparison of the singular value plots of \(K_{LQG}(s)G(s)\) and \(\bar{K}_{LQG}(s)\), for different values of \(q \in \{0.001, 0.01, 0.1, 1, 10, 100\}\), while preserving parameter values of \(\Gamma, W_0, \Theta,\) and \(V_0\). As can be noticed, increasing \(q\) beyond 1 provides no further discernible improvement in recovery of robustness properties. For the rest of the design process, \(q\) was fixed at 1 forming an optimal choice between full recovery of robustness properties and unacceptably high filter gains.

Fig. 13. LTR process applied at the plant input with varying q values

Fig. 14 provides the modal analysis of the closed-loop system shown in Fig. 12. In this case, the effects of supervisory control scheme on system electromechanical modes as compared with conventional local control, such as AVRs, governors, PSSs and local controls of HVDC, TCSC, and SVC are shown. As can be seen, the targeted inter-area mode experiences a significant improvement in damping, from 1.85% to 11.17%, while local modes remain unaffected by the LQG controller action, and are adequately damped (\(\zeta > 5\%\)). The improvement in inter-area mode damping is ideal and based on LQR state feedback control eigenvalue placement, which assumes full state knowledge. The LQG controller assumes linear system behavior. Therefore, in order to fully assess the performance it is necessary to implement LQG controller to high-fidelity nonlinear model of the power system exposing it to realistic transient simulations.

V. LQG CONTROLLER TRANSIENT PERFORMANCE

Non-linear time domain simulations are performed in this section, to evaluate the transient performance of the novel supervisory controller against various operating conditions.

A. Small Signal Disturbance

A small signal disturbance in the form of simultaneous step change of generators’ mechanical torque of G2 (+0.01 p.u.) and G4 (-0.01 p.u.), at 0.5 s, is initiated to excite the non-linear system dynamics. Fig. 15, presents the generators’ speed deviation responses \((\Delta \omega)\) to the disturbance under the implementation of local and supervisory control schemes. In addition, Fig. 16 depicts the corresponding inter-area active power flow response to the disturbance (as recorded on line 3), for both control schemes. It is evident, that the supervisory controller demonstrates an improved performance in damping inter-area oscillations with robustness to the disturbance.

Fig. 14. System electromechanical modes under local and supervisory control schemes (dashed line signifies 5% damping threshold)

Fig. 15. Generators speed deviation responses to the small disturbance
The controller’s reaction in mitigating electromechanical oscillations can be also observed in Fig. 17, which presents the HVDC, TCSC and SVC systems’ outputs under the influence of the supervisory controller. Moreover, it compares the case under local control implementation.

The transient performance of the supervisory controller is assessed against a three-phase short circuit fault initiated on line 6 at 0.5 s, followed by the tripping of the faulted line 100 ms after the fault. Fig. 18, shows the generators’ speed deviation responses to the fault with local and supervisory control.

The generators’ speed deviation responses to the large disturbance are provided in Fig. 19, which shows the comparison in performance between supervisory control scheme with signal time latencies of 200 ms, and local control scheme without any time latencies. As can be deduced, the supervisory controller demonstrates robustness to various signal time delays, while preserving a powerful performance in damping electromechanical oscillations inherent in the power system.

The LQG controller’s assertive effort to counteract inter-area oscillations is also evident from Fig. 20, which highlights HVDC, TCSC and SVC systems’ outputs as compared to the case of local control scheme implementation. Finally, it is important to note that the consideration of the supervisory controller has improved the critical clearing time of the power system, which is being increased from 250 ms to 350 ms.

**C. Signal Transmission Time Delays**

Signal time latencies are introduced in the process of assessing controller’s performance. These are considered at the reception of the input signals \( \Delta \omega \) and at the arrival of the control signal \( P_{SUP} \) to the HVDC inverter. All signals are assumed to be transmitted over satellite communication channels, and therefore, appropriate time latencies are considered. Fig. 21, manifest the inter-area active power response (as recorded on line 3) to the large disturbance under the implementation of supervisory control scheme considering various time delays \( e^{-Ts}, T \in \{50, 100, 150, 200 \text{ ms}\} \). Furthermore, it compares the case of local control implementation without time delays. Studies have shown that the supervisory controller was able to tolerate time delays up to 275 ms, however this case is not represented on the figures.

The generators’ speed deviation responses to the large disturbance considering signal time delays (dashed line: local control, no time delays) are shown in Fig. 22, which shows the comparison in performance between supervisory control scheme with signal time latencies of 200 ms, and local control scheme without any time latencies. As can be deduced, the supervisory controller demonstrates robustness to various signal time delays, while preserving a powerful performance in damping electromechanical oscillations inherent in the power system.
D. Reduced System Inertia

The impact of reduced system inertia on the closed-loop system performance is considered here. As it is known, the system inertia is becoming one of major issues in future power systems with a high penetration of generating sources connected to the main grid over inverters. In this study, the inertia of the power system is gradually reduced from its original value of $H = 6.3 \, s$ [2] to the minimum value of $H = 3.3 \, s$ ($\sim 48\%$ reduction) reflecting the case of a progressive renewable sources integration to the main grid, and in turn, evaluating controller’s transient performance under these conditions. Fig. 23 illustrates the inter-area active power response (as recorded on line 3) to the large disturbance, under the adoption of supervisory control for a range of system inertia values, $H \in \{6.3, 5.3, 4.3, 3.3 \, s\}$, considering signal time delays of 200 ms. For a comparative study, the case of local control scheme under minimum system inertia ($H = 3.3 \, s$) and no time delays is included. It is worthwhile mentioning that the supervisory controller was able to assist a stable and robust system operation to the extreme condition of $H = 2.2 \, s$, however this case is not illustrated on the figures.

Fig. 23. Inter-area (line 3) active power response to the large disturbance for different system inertia values considering 200ms signal time delays for supervisory control (dashed line: local control, $H=3.3s$, no time delays)

Fig. 24. Generators speed deviation responses to the large disturbance considering 200ms signal time delays for supervisory control measurements to optimally coordinate a number of FACTS devices and HVDC link in order to significantly suppress inter-area oscillations in a power system during a wide range of operating conditions and disturbances. The proposed scheme demonstrated the potential of wide applicability in future energy grids, as it showed enhanced stability margins under reduced system inertia conditions, which will be the expected scenario in future grids. Results obtained have concluded that time delays introduced by communication infrastructure are not affecting the effectiveness of the proposed scheme. It is expected that the scheme will be particularly beneficial in future power systems with high penetration of asynchronously connected generation, i.e. systems with significantly reduced and variable inertia. Furthermore, we believe that the proposed scheme will decrease likelihood of cascading events, which might lead to catastrophic power system blackouts. The proposed methodology can be applied on larger scale power systems of higher complexity, provided that the same principles are followed, such as system identification processes and linear control techniques. We are confident that the supervisory scheme will also fit well in the frequency stability problem.

VI. CONCLUSION

The results clearly demonstrated the benefit of utilizing a multivariable supervisory control scheme based on wide area
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